
DAQ, etc.

Guaranteed 99% content free



Technologies trends
(the obligatory Moore’s law slide)

Technologies trends
(the obligatory Moore’s law slide)
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(Ethernet)

Memory
speed
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~10ns
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100 Mb/s
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Integration

What once fit in a crate, now fits on a board…what once fit on a board now fits 
on a chip…most subsystems can be implemented on a single board with serial 
interconnects.



Big Chip Standard

Many new chips have high-speed serial interfaces, which can be used 
for both chip-to-chip and board-to-board interconnect.

Conversion to a parallel bus is inefficient and unnecessary.



Example

VRB (1995) VRB (if done today)



1970-80   
MiniComputers 
First standard CAMAC  
Custom design 
• kByte/s

1980-90   
Microprocessors 
Industry standards 
Distributed systems 
• MByte/s

2000   
Networks 
Commodities 
Data and control networks 
• GByte/s

Detector

Mini 
Computer

Detector

Host 
Computer

µPµP
Farms

Readout

Detector 
Frontend

Controls

Processing

Trigger

Networks

Evolution of DAQ technologies and architecturesEvolution of DAQ technologies and architectures
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Optical link  (> 30 meters)

12 channels at 2 Gbps each

~ $200/channel

Copper link  (< 30 meters)

12 channels at 2 Gbps each

~ $100/channel

Data Links



Copper is still improving.

> 100 ft on cheap coax at

3 Gbps with equalization.



Octal serializer/deserializer… 8 X 3 Gbps…~$130



Event Building



CDF Event Builder

Fore (Marconi) ASX-1000 ATM Switch

64 ports at 155 Mbps or 16 ports at 622 Mbps (~1 GByte/sec total bandwidth)



Foundry Networks Bigiron Ethernet Switch.

130 ports at 1 Gbps (~13 GBytes/sec total bandwidth)



Brocade Fibre Channel Switch.

128 ports at 1 Gbps (~13 GBytes/sec total bandwidth)



Myrinet Switch.

128 ports at 2 Gbps (~ 25 GBytes/sec total bandwidth)



Qlogic Infiniband Switch.

15 ports at 2 Gbps (~ 3 GBytes/sec total bandwidth)



Packet size is the most important factor.



Switch Expansion

A simple two stage interconnect 
is sufficient for event building.

Clos network not required.



Next Generation Switch
Event builder on a chip…144 ports at 3 Gbps (~ 40 GBytes/sec total bandwidth)





Processor Farms





Cray-1 (1976)

160 MFLOPS

$20,000,000

Xbox (2001)

3,000 MFLOPS

$300

Generic PC motherboard (2001)

6,000 MFLOPS

$200



SETI model

Don’t build a processor 
farm. Just write a screen 
saver, post all the data on a 
server somewhere and 
invite the public to analyze 
it on their home PCs.



Data Storage

Tape    ~ $1.00/GByte CDR    ~ $0.30/GByte



Philosophy on Standards
(opinion)

If you can’t get it at Best Buy, then it probably isn’t a standard.

Standards

Ethernet, USB, 1394

PCI

Windows, Linux

Not Standards

ATM, Fibre Channel, Myrinet

VME/Eurocard

VxWorks

PC Motherboard - $200 VME Processor - $2,000



Ethernet

VME CPU

PWR

Typical Subsystem
Subrack with backplane and separate high current power supply.

Packaging



PC

Ethernet

USB or 1394 HUB

PWR

The backplane is slow and noisy, replace it with point-to-point serial connections.

The VME CPU can be replaced by a cheap PC.



Ethernet HUB

Ethernet

PWR

Or put a little intelligence on the front-end boards and get rid of the PC too.



PC

USB or 1394 HUB

EthernetEthernet

Standard power supply.

Maybe distribute the power and eliminate the 
backplane altogether.



Philosophy on “Buy vs. Build”

If you can buy both ends, then buy.

If you have to build one end, sometimes it’s 
easier to build both ends.



Data Bus (traditional)

VME CPU

VME IF

Processor

VxWorks
Memory

PMC adapter

PCI bus

Ethernet

Processor 
Bridge

VME IF

Backplane 
50 MBytes/sec

~ $10,000

Typical … mixed (buy/build) system.



Data Bus (integrated)

LVDS driver

RCVR

FIFO
~ $1000

CTL

XMTR

FIFO

FIFO

0 31

LVDS out 
100 MBytes/sec

Easier? … (build/build) system.



Aesthetics

(It doesn’t have to look like this)



Low volume machined plastic enclosures/panels
are same cost as sheet metal.

Non-eurocard rack mount

PC style enclosures.



Trigger and readout structure at 
LHC

Trigger and readout structure at 
LHC

­ 30 Collisions/25ns  
( 10 9 event/sec ) 
 
107 channels 
(10 16  bit/sec)

Multilevel trigger and readout systems

Luminosity = 1034 cm-2 sec-1 25 ns

25ns
40 MHz

105 Hz

103 Hz

102 Hz

Trigger Rate

Lvl-1

Lvl-2

Lvl-3

Front end pipelines

Readout buffers

Processor farms

Switching network

Detectors

µsec

ms

sec

25ns
40 MHz

105 Hz

 

102 Hz

Trigger Rate

Lvl-1

HLT

Front end pipelines

Readout buffers

Processor farms

Switching network

Detectors

µsec

sec

ATL
AS

CMS
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       Level-1  Event Storage 
  kHz MByte MByte/s 
 
 ATLAS  100 1 100 
 
 
 
 
 CMS 100 1 100 
 
 
 
 
 LHCb 400 0.1 20 
 
 
 
 
 ALICE 1 25 1500
  

LHC experiments trigger and DAQ summaryLHC experiments trigger and DAQ summary
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LHC trigger and data acquisition systemsLHC trigger and data acquisition systems
COMPUTING SYSTEMS 
P :Primitive generators 
T :Trigger processors 
E :Event Flow Controls 
C :Detector Controls 
R :Readout data formatters 
F :Event Filters 
S :Computing Services  
Rc  :Run control 

 COMMUNICATION NETWORKS  
ttc :Timing and trigger signals   
tdl :Trigger data links  
dcl :Detector control links 
drl :Detector readout links 
rcn :Readout control network 
bcn :Builder control network 
bdn :Builder data network 
dsn :DAQ services and controls 
csn :Computing services network

Rc

C

Detector Frontend

DAQ networks 

T

T

F F F S S

R R R

C

C

E

P
tdl ttc drldcl

C

rcn
fcn

tdl

bdn

LHC DAQ : A computing&communication network Alice

ATLAS LHCb

A single network cannot satisfy at once all the LHC requirements, therefore 
present LHC DAQ designs are implemented as multiple (specialized) 
networks

* slide borrowed from LHC



BTeV System Proposal



Front-end Boards

Data Combiners

L1 Buffers

Detector
Manager

L2/3 Processors

Ethernet Switch
Ethernet Switch

Ethernet Switch

Ethernet Switch

Ethernet Switch



FPGA
1 Gbps
serdes

~ $50
$30

Serial interface (FEB to DCB)

HSSDC2 or 1394b cable



BTeV Features

all data transmitted off detector at crossing rate

6000 high speed serial links (1.5 TBytes/sec)

8 way split

data is not time ordered

50 millisecond L1 buffer (200 GBytes)

combination FPGA/DSP for L1 trigger (100X rejection)

general purpose processors for L2/3 trigger

200 MBytes/sec to tape



Fanout
Switch

Processors

Event
Builder

Buffer/
MultiplexerFEB

256 MByte buffer => 1 second @ 200 MBytes/sec

CKM Example



Triggerless Architecture

DAQ
~$10/MByte/sec  (DAQ component costs only, doesn’t include front-end

boards or processors… also doesn’t include development
costs for custom boards or vendor markups for commercial
boards)

10 GBytes/sec => $100K
100 GBytes/sec => $1M

Processing
2000 Processors => $1M


