VO Questionnaire for the Metrics Correlation and Analysis Service (MCAS) project 

1. What monitoring tools have you found useful? ( e.g. Ganglia, ad hoc web page (sam-grid pages, enstore tapes mounted, ...), Gratia, Monalisa, ...)

a. Ganglia for  Samgrid infrastructure

b. Sam at a Glance

c. Monalisa – monitoring running and idle jobs for DZero VO as function of time

d. Samgrid monitoring pages

e. ReSS status at http://osg-ress-1.fnal.gov:8080/ReSS/ReSS-prd-History.html
f. FCP queues monitoring at http://www-d0.fnal.gov/~illingwo/fcp_queue_monitor/fcp_monitor_hourly.html
g. log size monitoring at http://fapl001.fnal.gov:7081/results/LogSizePlot4days.html
h. Automc monitoring at http://www-d0.fnal.gov/computing/mcprod/dajd/dajd_status.html 

i. Daily MC production plots at http://physics.lunet.edu/hep/mcprodd/mcprodd.html
j. Xmldb's at Samgrid exec sites for data mining to get efficiencies

2. What kind of data (i.e. a characteristic of a system) have you looked at using these tools ?  ( e.g. rates, utilization, counts per unit of time, static list of tapes, uptime/downtime status)

a. load avg, CPU usage, memory usage, network traffic

b. server status, projects, requested files, file stores

c. monitoring running and idle jobs for DZero VO as function of time

d. grid job status

e. CE,SE status

f. health of fcp queues

g. job outcome as a function of log size

h. grid job status, grid job count for request, request status, request completion percentage, percentage change since last status check, time since last nonzero change.

i. daily MC production per site

j. exit codes, job status, job history, job cpu time, job elapsed time to calculate efficiencies

3. Describe scenarios where you had to use more than one tool or data source at the same time to analyze the status of the system.

I look at automc monitoring at http://www-d0.fnal.gov/computing/mcprod/dajd/dajd_status.html
and it shows a grid job as running and no new output files have been declared to Sam in 18 hours.  Are any batch jobs still running? Check Samgrid monitoring and it shows jobs running or pending or active.  Check Monalisa if the site is one of the few left that run Monalisa.  Monalisa shows nothing running or in the queue.  If Monalisa not available  run xmldb query to determine grid job condition based on number of exit codes and job statuses reported.  Samgrid monitoring is not always accurate and the grid job is really done but Samgrid did not get the message and report grid jobs as still running.  To unstick production mark this grid job status as ignore in automc.

4. For each data (e.g. from 2):

1. What is the minimum realtime requirement for the data source or its display so that both are still useful/relevant for analysis of the system?

a. 5 minutes

b. station data on demand

c. 15 minutes

d. status on demand

e. 6 hours

f. hourly

g. 4 days

h. 60-90 minutes

i. daily

j. on demand

2.  For how long do you need the data to be available? 

At least a week.  A month would be good.

3.  How do you identify / name the data in the presence of other data source (tags, uri, url, schema, location on a web page, ...) ?

tags, scheme, location on page

4. How is the data rendered (plots of time series, scattered plots, histograms, tables, annotated/color-coded text, ...) ?

plots of time series, histograms, tables

5. What is the preferred way to access the data ? (web page, email, RSS feeds, special clients, ...) ? 


web page, special client

