s21
System Context & Scope


21.1
Scope of the System


31.2
Workflow Partitioning


31.3
Use Case List


42
Functional and Data Requirements


42.1
Functional Requirements.


82.2
Data Requirements.


93
Look, Feel and Use Requirements


93.1
User Interface Requirements


93.2
Style Of The Product Requirements


93.3
Ease Of Use Requirements


93.4
Ease Of Learning Requirements


94
Performance Requirements


94.1
Speed Requirements


94.2
Precision Requirements


94.3
Reliability and Availability Requirements


94.4
Capacity and Scalability Requirements


95
Operational Requirements


95.1
Supportability Requirements


95.2
Maintainability and Portability Requirements


95.3
Error condition management


96
Security Requirements


96.1
System Confidentiality Requirements


96.2
Data Integrity Requirements


97
Legal Requirements


98
Standards Requirements


99
Constraints and Assumptions


99.1
Solution Constraints


109.2
External Factors


109.3
Assumptions


1010
Future Requirements




System Context & Scope

1.1   Scope of the System 

Initial scope of the system is set to provide solution of ready to use tools and services for efficient refactoring of existing informational portals. The project scope is reported in three main categories: status display, data integration services and content hosting. 
1.1.1 Status displays
Status display delivers collection of addressable static and dynamic screens (portals and dashboards) to assist monitoring and troubleshooting of specific use cases outlined in the “Use Case” section. The following work is required to cover the scope of the status display.
a) Maintain and render composition of independent UI components. 
b) Technology survey and prototyping 

c) Based in results of the survey, setup appropriate Web environment to host or redirect requests for access to display of status screens. 

d) Develop demonstration UI codes to port and summarize high priority items from storage monitoring.
e) Tools or Service to generate graphs.

1.1.2  Data INTEGRATION SERVICES
Data integration services host URL endpoints which encapsulate one or more of existing data source using interface agreements compatible with the specification of the status display sub frame. The following work is required to cover the scope of the data integration service. 
a) Cataloguing and administration of data sources as part included into data integration portal
b) Data type conversion and transformation
c) Data aggregation

d) Data source adapters
e) Appropriation of hardware and support for running service.

f) Compliance with EAI(Enterprise application integration) templates
1.1.3 Content hosting service

Content hosting is critical component that will define quality of user experience when interacting with status displays. The scope of this project does not mandate development or substantial extensions to existing open source content managements systems. The scope of the work relating to the content management system is limited to:

a) Technology survey and acceptance of existing solutions

b) Deployment 
c) Content publishing and maintenance.
d) Appropriation of hardware and support for running service.

1.2   Workflow Partitioning
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The system workflow is organized between four players – user, content management system, data integration layer, data source(s).
User initiates connection to content Management system. Content management system builds composition of independent interface elements using 

a) Target address of the user request.

b) Preferences as set by the user or by the default deployment parameters. Parameters may be specific to the content page.
c) Run time information provided by the data integration layer and rendered by interface elements.
Data integration layer accesses set of data sources and uses collection of rules to transform and aggregate the retrieved content. The result of that work is returned synchronously to a requesting party, which may be interface element itself or parent data integration rule set. Because status display is expected to be available “immediately” following user request, data integration layer URL endpoints, which provide overall content to the display, must have real-time status.
In our model, data integration layer defines all url endpoints providing content for the display. These endpoints may be as simple as proxies to existing web pages or hide complicated rules for transforming and aggregating data retrieved from other sources. The purpose of this complexity is to respond to requests for data that is otherwise unavailable in formats or content preferred by the user interface. Such preferences will typically contain requirements to data format, data quality and data availability. Ultimately, the data integration layer will re-use existing preconfigured resources to generate the response.  In doing so, it may need to compromise quantity and restrict formats of data retrieved from integrand data source endpoints in order to generate response within acceptable time.
Data source – primary provider of information directly or indirectly participating in the content of the portal. It may come in various formats and support variety of communication models. In the pilot stage of the project we will focus on HTTP accessible resources.

1.3   Use Case List

The use cases are derived from series of interviews with people responsible for maintaining computing operations. Most facts fell into two areas:

1. Summarization and “health display”

2. “Portalization” of independent monitoring systems
Both categories strive upon need for integrating content providers into a display suit for a particular troubleshooting or reporting use case. The common complaint is that information is scattered and does not compose into observable picture. The two categories are in turn driven by the following operationally fundamental factors:
1.3.1 Status observation and reporting
A common use case is to display all "observable” information about the system while honoring operator’s assessment of information relevance and content summarization. Such display will logically group several monitoring providers by transforming and repositioning the original content into one display. Exiting solutions will typically use enterprise level monitoring and alarming software. While rich in features and flexible, such deployments usually fail to account for monitoring scenarios that have been implemented by existing/legacy informational portals. Inevitably, users end up moving back and forth between major monitoring solution and few other solutions which can not be replaced or easily adapted to. In this domain, the MCAS use case is to provide Web content aggregation by refactoring existing Web portals though adaptation. The added value of the project is not only in aggregating content into one display but also in supplying knobs to enrich the original content by information from other sources.
1.3.2 Troubleshooting and data mining
There are known classes of problems which immediately imply sequence of steps to detail information for understating and fixing the cause. Each such class may be assisted with individually configurable context sensitive display to render ALL available and relevant aspects which would help narrow down the troubleshooting analysis. This somewhat new approach provides value by short cutting steps otherwise needed to interview several types of data sources manually.
2 Functional and Data Requirements 

2.1  Functional Requirements 

2.1.1 Status Display, Content Management
Summary: Be able to access a web page which displays health status and summary of selected monitored systems.

The content of the web page must be composed of one or more frames each independently designed with some unique perspective of the particular system aspects. Other UI requirements are:
A user must be able to reposition frame elements with respect to other frames

A user must be able to open and edit preferences of the frame.

Preference set by the user must not interfere with preferences set by other users. Preferences set by a user must be persistent.

A web page must offer sign-in and recognize sequence of requests as belonging to a single user. We do not require support for GSI authentication at this time.

A user must be able to add or remove frames.

A user must be able to orchestrate rendering of collection of frames using common set of parameters.

A user must be able to edit common set of parameters in a separate frame.

A user must be able to define data aggregation and transformation rules to generate new content for one of the generic frame displays.

Generic Table view frame 

Generic graph rendering/image display frame

Any frame must be exportable to other JSR128 compatible content management systems without need of transferring of rendering code.

2.1.1.1 Frames
We well start by specifying two basic building block frame objects – Table view display and graph display. Both frame objects receive their content from data integration layer and must support configurable content auto refresh feature.
Table view frame

The purpose of the table view display is to summarize value-pair set array data.

Table view frame renders content of the url which must comply with predefined XML schema supporting generic notion of a data table.
Table view frame should be customizable to adapt to a set a fourth specification of particular realization of the generic XML data table.

Table view customization features should include:

1. Pluggable function to define priority of row elements in the table.
2. Pluggable function to define mapping of row elements into visible area on the frame. This function can initially be in the form of list of names of display columns.
3. Pluggable function to summarize content of all table rows.

Table view must sort and color code items according to priorities customized by user supplied plug-in function.

	Details
	Summary

	Element name
	Status summary

	Caption / reference A
	Status summary text A

	Caption / reference A
	Status summary text B

	Caption / reference A
	Status summary text C

	….
	…


	Details
	Summary

	Summary attribute
	Attribute value

	Attribute A
	Value A

	Attribute B
	Value B

	Attribute C
	Value C

	….
	…


Bar graph frame
The bar graph frame displays sequence of bar indicators. These bar indicators are meant to visualize health, viability, performance or other relative characteristic using two color modes split by percentile value. The color coding agreement of the left portion of the frame is: 50% of the weight – red, 25% of the weight yellow, 100% - green
The legend of individual bar graph is displayed at the top left corner of the bar and is expandable to full description of the status.

The bar graph itself must is clickable if information from which the status has been derived is available in HTML.

Bar indicators are sorted in ascending order using weights – value parameter 
	Bar graph title

	+ Name of the bar 
	

	
	
	75%

	+ Name of the bar
	

	
	
	50%

	- Name of the bar

Free text description of the status below

	
	100%


The bar graph is rendered using the following XML document template:
<?xml version="1.0"?>

<inidicatorList xmlns="http://www.fnal.gov/docs/products/mcas/indicatorList" >

  <indicator>

     <name>NAME</name>

     <url>URL</url>

     <value>Numerical Value</value>

     <weight>Numerical Value</weight>

     <description> free text </description>

     <!-- value should be equal or less than weight -->

 </indicator>

</indicatorList>
dCache Cell Table View
	Details
	Summary

	Cell name
	Status summary

	SRM-cmssrm
	Cell is offline

	w-cmsstor99-4
	Ping value is 325 > 100

	w-cmsstor120-4
	Ping value is 280 > 100

	GFTP-cmsstor99
	Ok


	Details
	Summary

	Cell name
	Status summary

	SRM-cmssrm
	Cell is offline

	Movers
	Average ping value is 200 > 100

	Gridfto doors
	Ok


Graph display

User must be able to setup Graph display frame. Graph display frame will rely on pre configured endpoint within data integration layer which will be permanently available to supply data in the form of XML document which must contain reference to display image and its Meta data.

Given set of filter values, the process of generation of such document may include parsing and extracting image references from existing resource or applying plotting instructions to transform to time series data generated by its own independent data source. The burden of configuring such endpoint rests on tools provided by data integration layer
User must be able to configure filter values and endpoint name within Graph display frame. Graph display frame is expected to be generic and rely on fixed XML schema.
	MxN image display area

	Image metadata


2.2   Data Requirements

2.2.1 Data format

All exchange between content renderers and data integration layer must be in the form of XML documents. HTML pages which are thought as primary data sources will need to undergo parsing and conversion to XML.
Background: XML is chosen as the least restrictive data format which satisfies two important integration criteria:

a) Standards in tools to analyze and create XML content
b) Can define the content that is easy to reuse in other applications or for other presentation environments (by sharing XML validation schemas for ex.)
2.2.2 Data transformation

Data integration layer must support XSLT and XQuery rules to convert document schemas, aggregate, filter or preprocess document content.
Background: Both technologies are standards in working with semantics of the XML document.

Data integration layer must be able to chain subsequent transformation steps.


Background: 

a) Chaining of the transformations allows reuse of the transformation code and thus minimized maintenance overhead. 

b) Allows pipeline processing with option for distributing of the processing load.
Data integration layer may support transformation codes/rules expressed as Java or python callback routines.


Background:

a) Provide way to integrate transformation code with software which features are not available through XSLT,XQuery.

Data integration layer must support rules for splitting XML documents into sequence of XML documents. The fragments of split document must have the same schema and only differ in context as a function of the time stamp reported for each document fragment.
Background:

a) Maintain common context between XML documents which can be generated and processes at different times.
b) Support for large documents in asynchronous communication modes.

Examples

HTML A -> Data table XML -> summary XML -> HTTP Java script Portlet P1 
HTML A -> Data table XML -> summary XML -> HTTP Java script Portlet P2

HTML A -> Data table XML -> HTTP Java script Portlet P4
HTML B -> Data table XML ->|

                                               | -> summary XML -> HTTP Java script Portlet P3
HTML A -> Data table XML ->|

Data transformation layer must support template based configuration and code deployment process which allow building and troubleshooting of the transformation sequence in a technology agnostic way.


Background: Setting up transformation sequence involves not only coding of the transformer object but also its deployment inside container environment, instantiation, configuration of the workflow interaction between transformers and finally troubleshooting and diagnostics.

2.2.3 Data access

Data integration layer must support message endpoints where documents can be retrieved from or sent to for processing.

Background:

a) Support for asynchronous communication modes in use cases where access and processing of the document is not possible at run time.

Data integration layer must support synchronous and real-time document processing model.

Data integration layer may support special endpoints for storing documents persistently. 

The endpoint name as provided by data integration layer must be either message endpoint or REST url.

Background

a) REST - simple interface which transmits data over HTTP without an additional messaging layer. Allows caching and reuse of data integration endpoints the same way any other stateless Web resource does.

b) Message endpoints are needed to integrate with clients which operate in asynchronous mode.

Data integration layer must support key or value pair wildcard filtering rules which apply SPECIFICALLY in the context of a given, named endpoint. These filtering requirements may be used to initially narrow the amount of data which need to be extracted and processed to generate content response by the endpoint. 

Background

a) This requirement is meant simplify possible query scenarios by isolating them in into standalone Web resources – REST urls. The tradeoff is need for larger number of data integration REST endpoints which would specifically address aspects of otherwise generic data mining query.

Each endpoint must be in the form of addressable URL - formal REST requirement.
Each endpoint will encapsulate information on types and locations of data sources along with workflow needed to transform filter based request into the output document compliant with the schema of the endpoint.

3 Prototype

 In particular, MCAS will understand the dCache monitoring portal and OSG storage availability portal. MCAS project will re-factor both into a usable dashboard with following added value features:

1. Health display of the dCache cells and domains with possibility of narrowing down to cell, domain details statuses.

2. Dynamic summary of available space

3. Dynamic summary of SRM requests pending and failure.

4. Dynamic summary of OSG storage ( currently not available in any form)

Frames

1. Display details and summary of state of a particular storage.

2. Display storage list with brief summary/overview for each instance.

3. Prioritize and color code displayed items.
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