
Facility Operations Review of the Tevatron

at 

Fermi National Accelerator Laboratory

March 29-31, 2005
TABLE OF RECOMMENDATIONS

	1. Introduction

	Charge Point 1 (CP1): Has the laboratory successfully executed its plans for the operations of the accelerator and detectors and for the luminosity improvement during past year? 

Charge Point 2:  Does the laboratory have plans to effectively achieve the goals of the Run II and neutrino programs? 

Charge Point 3:  Have adequate resources (i.e. manpower, funding, etc.) been identified and allocated to carry out the plans?


	Charge Point 4:  Are there any programmatic, technical and infrastructure risks?  Has the Laboratory developed an adequate risk analysis with identified fallback plans?
Charge Point 5:   Is the laboratory management effectively setting priorities, tracking progress, and resolving problems for a successful execution of the proposed plans?
Charge Point 6:  The committee is also asked to assess the laboratory’s responses to the comments and recommendations from the February 2004 Tevatron Luminosity review and from the March 2004 Tevatron Operations review.


The following recommendations resulting from the 2004 DOE reviews are still open:

· 
3.CP2
(Centralizing computing and engineering support)

· 
3.2.1
(Memorandum of Understanding – process is underway)


3.2.2
(Bottoms-up Planning – underway)

	2.  Detector Operations

	No.
	Recommendations
	Status/Action

	2.2.1
	Determine possible improvements in data taking efficiency in both CDF and D-Zero and make plans to implement the most cost effective elements.
	Both CDF and D0  have identified and implemented trigger changes that more efficiently handle the higher luminosities being delivered by the Tevatron.   Both experiments have identified and implemented hardware and software changes that decrease downtime due to reliability issues as well as downtime during  activities  such as system resets.  Additionally  D0 (as part of the RunII detector upgrade project)  is installing upgrades during the current Tevatron shutdown that will improve impact parameter resolution and calorimetry trigger effectiveness.

	2.2.2
	Optimize on a laboratory-wide basis, the resources needed for Run II with a possible goal of adding resources for detector operations and computing. 
	Underway.  The Fermilab director established the Tevatron Collider Experiment Task Force to evaluate the resources needed for operating the Run II experiments through 2009.  The task force included the PPD and CD upper management, the experiment spokespeople, as well as members of the experiments’ operating organizations.  Recommendations from that task force are beginning to be implemented and include the addition of scientific and technical resources to the experiments.  Ideas to increase automation and transfer some of the expert operating responsibilities from the experiments to permanent Laboratory staff are being discussed.

	2.2.3
	OHEP should follow up on the Programmatic risks:  Run II Collaborators, WAN, GRID Infrastructure, and Governmental Directives.
	Assigned to DOE

	2.2.4
	Complete the laboratory-wide bottoms-up planning (2004 Recommendation 3.2.2) so that the prioritization process can be completed.
	See Above

	2.2.5
	Address recommendations from the 2004 reviews.
	See Above


	3.  Accelerator and Integration

	No.
	Recommendations
	Status/Action

	CP6
	The committee is also asked to assess the laboratory’s responses to the comments and recommendations from the February 2004 Tevatron Luminosity review and from the March 2004 Tevatron Operations review.

	Specific follow-up - From page 11 of the March 2004 Operations Review:

Recommendation 1:  To investigate the source of kicker noise in the APP2 beamline BPM’s during the March shutdown and improve the AP2 line BPM system to work with reverse protons over its entire length by the end of the summer 2004 shutdown.

The kicker noise issue has been resolved.  We now have an operational BPM system in the AP2 line that was commissioned in June and July of last year. This system was used during the Nov-Dec 2005 beam studies to steer the beam to quad centers in most of the AP2 line.  We routinely use this system during stacking to Auto-correct the AP2 orbit. Closed
Recommendation 2:  Perform a study of possible methods to measure the emittance evolution during the Booster ramp by May 1, 2004.
Our primary tools for measuring emittance during the cycle are two ionization profile monitors, one in each plane.  These monitors suffer from intensity dependent systematic effects.  An aggressive program of calibration was carried out by beam physicists in the Computing division, resulting in reliable measurements from these devices.  This, combined with improved Booster lattice models, has given us a good measurement of emittance growth during the Booster cycle, which now shows reasonable agreement with the predictions of models which include space charge effects.Closed


	3.2.1
	Continue to investigate beam-beam effects in the Tevatron, both experimentally and theoretically with the goal of validating Tevatron performance at full Run II design intensity
	A weak-strong model has been improved and vaildated using available operational and experimental data. This included simulations of bunch-by-bunch differences to explain 'scallops', and comparisons of beam-beam effects in various versions of machine optics. Good qualitative agreement were achieved in both cases. 

A weak-strong simulation code was used for predictive analysis of possible improvements. Before the new (28 cm beta*) optics was implemented operationally, it had been studied numerically. Simulations show mitigation of beam-beam induced particle losses in the case of corrected betatron tune chromaticity (both first and second order). Beam studies are being

done to explore this possibility, and new sextupole corrector circuits are planned for installation during the upcoming shutdown.

There has been ongoing development of beam-beam codes for strong-strong simulations.  In the perspective of increased antiproton beam intensity the possible coherent effects in the multi-bunch beam-beam system must be studied.  At this moment, no codes exist capable of performing simulations with 72 colliding bunches simultaneously. In collaboration with Computing Division, we are implementing a multi-bunch simulation on the base of the 3-D beam-beam program developed at LBNL. At the same time, the existing weak-strong

program is being upgraded to strong-strong. In the first stage, simulation of rigid Gaussian bunches will be implemented for the sake of computational speed. We expect to obtain first results with this code by mid-summer 2006.

We have recently gained direct operational experience of higher pbar intensities thanks to the available number of pbars from the Recycler.  The non-luminous pbar lifetime was measured as function of helix size during the spring of 2005; a larger helix does improve the non-luminous loss of pbars, but an increase in the separator spark rate for larger helix sizes curtailed 

the operational study.  (Separator and helix improvements are continuing as well.) Closed

	3.2.2
	Explore areas where efficiencies can be gained by consolidating skill sets.  Last year the Committee noted several areas where effort was duplicated across Accelerator Division Departments (e.g. Information Technology, technician support).
	Closed. Since the Accelerator Division is a matrix organization there are support departments that provide general support to the systems departments that have primary responsibility for the accelerators. For example, most of the mechanical technicians are in the Mechanical Support Department where, in principle, they support all of the accelerators. This works well for general support even though some of these people in actual fact work full time for one systems department. The ideal that we strive for in the Accelerator Division localizes specialized, full time support in the individual systems departments. In this model there are technicians (and engineers) distributed throughout the Division. They not only provide the specialized support, they also provide the link to the support departments that facilitates the required cooperative effort between departments in order to get our work done. Of course we have not achieved the ideal. As a result, we continue to examine the questions raised in the recommendation to better optimize our organization. In the process, we are beginning to share certain specialized responsibilities in the systems departments with support department personnel in order to reduce the duplication of effort and to distribute the critical expertise more widely, which should result in a furthering the optimization of our effort. We have not moved people with full time systems department assignments into a support department.

	3.2.3
	Analyze baseline and luminosity scenarios, across multiple machines, under various fall back conditions, supported by a comprenhensive model of the Collider complex.  Report on progress at the next review.
	The operating scenarios are reviewed periodically and updated when appropriate. The last major revision incorporated the use of Recycler-only shots after the successful demonstration of electron cooling. The operating scenarios were updated based on actual machine performance of the Recycler with stacks of up to 300e10 antiprotons. Closed


	4. Proton Source

	No.
	Recommendations
	Status

	4.2.1
	Develop an aggressive plan for machine studies to increase beam intensity and brightness in the Booster beyond its present state by May 2005.  This plan should include making the gamma transition jump operational and should be guided by the space charge model that is being developed.
	We have developed accurate models of the Booster longitudinal dynamics, particularly at injection and transition.  These were used to evaluate the potential benefits of the gamma-t system both with and without the proposed modifications to the Booster acceleration ramp (ie. the "30 Hz Harmonic" modification).

Based on these, it's been determined that the gamma-t system has significant potential to improve Booster transition efficiency at large batch sizes and we are moving to implement it. Closed


	4.2.2
	Understand and mitigate the increased beam loses during slip stacking in the MI.  This is necessary to reach NuMI requirements and will help to define future upgrade options.
	This was aggressively addressed by the stacking "Rapid Response Team", and significant improvements have been made.  Most of the Losses were reduced by reducing the longitudinal emittance in the Booster. Closed

	4.2.3
	Develop alternative designs, for the NuMI target assembly that avoid the possible failure modes of the present design
	Closed. Alternative designs were considered but the alternate designs either would not allow operation at a power level of 400 kW or they have other technical risks. A review of the current target design was completed and design changes will be made to future targets. A new target design capable of operation at 1 MW will be presented for review in the Fall of 2006.


	4.2.4
	Schedule a sufficient amount of beam studies and perform simulations to allow the full development of the upgrade plan of the proton capability (Proton Plan).
	Both studies and simulations are proceeding at a pace appropriate to the Proton Plan. Closed


	4.2.5
	Present the completed Proton Plan at the next review.
	Since the last review, the Proton Plan has been officially baselined and is being monitored by a monthly PMG.  We will present the present status at the review. Closed



	5. Antiproton Source

	No.
	Recommendations
	Status

	5.2.1
	Address the causes of losses in MI for the slip stacking antiproton production beam.  Identify and fix emittance dilution in Booster.
	The biggest cause of loss of the slip stacked antiproton beam was identified to be large longitudinal emittance and  inefficient bunch rotation in Booster.  Both the above issues were addressed as part of the Rapid Resonce Stacking Team charge and as a result the slip stacked beam losses were reduced almost a factor of 2 and we were able to achieve the design intensity on the pbar target (8E12ppp). Closed

	5.2.2
	Maintain pressure on MI and Booster teams to deliver bunches as short as reasonably possible for antiproton production and identify and fix causes of longitudinal emittance dilution.
	In order to reduce the bunch length on the pbar target two main things were done:
a) Performed a series of studies in order to determine the effect of stacking on MI bunch length.
b) To minimize beam loading during the bunch rotation in MI we switched of using paraphasing in order to reduce the rf voltage to turning rf stations ON and OFF. That greatly improved the bunch rotation efficiency especially on the mixed mode MI cycles where we also had to bunch rotate the whole NuMI beam.
Closed

	5.2.3
	Continue to develop a reliable beam-based method (antiproton or reverse protons) to identify location of aperture limiting obstacles in the Debuncher.
	We've employed the following procedure to align the beam and identify limiting apertures in the Debuncher:

1) Align the beam to the center of the quadrupoles using quad shunts

2) Center all moveable devices on the beam

3) Use the "Running Wave" application to identify aperture restrictions

4) Bump the beam locally at these restrictions to center the beam in the aperture

The "Running Wave" application uses a pair of trim dipoles to generate a closed orbit oscillation that is scanned in phase so that the maxima and minima move over the entire length of the Debuncher.  Beam intensity and loss monitor output are recorded during this scan.  The phases where beam is lost and loss monitors spike indicates candidates for locations of limiting apertures.

This procedure was successfully employed during the studies of the last three months. Closed


	6. Tevatron

	No.
	Recommendation
	Status

	
	
	Note:  A draft report authored by the AD Division Head was prepared in October of 2005 and explains the AD response to the section 6 questions in detail.  That draft report is attached as an appendix to this scorecard.  

	6.2.1
	Develop a long-term schedule that allocates sufficient beam dtudy time for the Tevatron (i.e., a quarterly/yearly schedule).
	The study request list must by necessity be dynamic. Using the time stamps on each request described above, we believe that our approach provides appropriate monitoring and management of the study list and priorities. An overall assessment will be carried out roughly quarterly. If high-priority studies remain on the list for excess time, the amount of scheduled parasitic study time can be increased.   The Associate Division Head for Accelerator Systems and the Division Head will continuously review the progress on studies. Closed



	6.2.2
	Encourage (management) continuous use of parasitic machine studies by providing time for projects that have minimal disruption to high energy physics data-taking, after careful analysis of potential impact on routine operations.
	As described in 6.2.1 above this is explicitly encouraged. Closed



	6.2.3
	Give priority to commissioning and integration of new diagnostics into operation by making efficient use of parasitic beam study time.
	Such commissioning is called out as study class 2a of the appendix draft report. See recommendation 2 of the appendix report on parasitic time. Closed


	6.2.4
	Continue to investigate beam-beam effects in the Tevatron, both experimentally and theoretically with the goal of validating Tevaron performance at full Run II design intensity.
	See the discussion in the appendix draft report and, for example, AD document 1469. Closed


	6.2.5
	Increase the study time dedicated to machine development in the Tevatron to accomplish the presently existing beam physics study plan.
	As described above in 6.2.1 the study plan is dynamic. Using the date stamps, study progress versus priority can be monitored and additional time allocated if high priority studies are not progressing.  The current priority and focus is to increase the stacking rate in the antiproton accumulator.  This will change as required. Closed



	7. Management

	No.
	Recommendation
	Status

	7.2.1
	In the future, DOE should set the scope of this review to that the committee can get a complete picture of the operations of the laboratory.
	Assigned to DOE.

	7.2.2
	For the next review, Fermilab should identify several areas with high potential for savings and compare its practices, staffing, and costs with comparable operations at other laboratories.
	Benchmarking studies were completed for cryogenic operations and machine shop operations. These will be discussed at the March 2006 review.


Appendix

AD Draft Response to Section 6 Recommendations 
October, 2005

Introduction

This note reviews operational need for continuous and improving luminosity for the physics program in the near-term, and devoting time to machine studies targeting longer-term improvements. 

This issue was raised as a concern in the DOE Operations Review of April 2005. The following recommendations are extracted from the Tevatron section of the review final report.

1. Develop a long-term schedule that allocates sufficient beam study time for the Tevatron (i.e., a quarterly/yearly schedule).

2. Encourage (management) continuous use of parasitic machine studies by providing time for projects that have minimal disruption to high energy physics data-taking, after careful analysis of potential impact on routine operations.

3. Give priority to commissioning and integration of new diagnostics into operation by making efficient use of parasitic beam study time.

4. Continue to investigate beam-beam effects in the Tevatron, both experimentally and theoretically with the goal of validating Tevatron performance at full Run II design intensity.

5. Increase the study time dedicated to machine development in the Tevatron to accomplish the presently existing beam physics study plan.

The challenge is to maintain a healthy data-doubling time for the experiments, while achieving steady progress in studies. The approach is to maintain a focus on operational progress while carefully managing the needs and progress on studies.

Beginning about two years ago, a more systematic approach was adopted for planning and approving studies. This approach focuses on studies which are specifically directed to performance improvements, and requires more formal justification and planning. The adoption of this more formal approach undoubtedly contributed to the improved performance of the complex and to the increased luminosity delivered over the last two years. 

The future challenge to continue increasing the delivered luminosity in the Run II program requires that the approach modified to ensure that the necessary studies to meet future demands are performed. 

The Run II Luminosity Projections and Data Doubling Time

The run II Upgrade Plan is designed to maximize the integrated luminosity to the experiments. The Design and Base projections represent the estimated performance of the complex with the implementation of the Run II Upgrade Plan. In the Design projection it is assumed that the upgrade projects perform well, and the complex operates with an up-time fraction which is typical for the recent past. Each upgrade is in principle capable of higher performance (i.e. there is some design margin in most cases) so it is possible for the outcome to exceed the Design Curve. The Base curve assumes poor or zero performance for each upgrade (depending on the technical risk). 

These curves were produced for two reasons. Firstly, they provide information needed by the experiments for planning their program and their upgrades, and by DOE for planning the Fermilab program. Secondly, along with the associated parameter tables and project schedules and milestones, the curves are used internally to measure progress, and to adjust plans for Run II operations and the upgrades as needed.  

The current data-doubling time is of order one year. With the introduction of electron cooling, an increase in antiproton stacking rate, rapid transfers, and improvements to the Tevatron for operation with larger bunch intensities, the doubling time in the design projection will continue to be less than two years through 2009. 

The upcoming upgrades each have associated study programs. The Tevatron is used below to illustrate the approach to studies since it was explicitly called out in the Operations Review.

Management of Studies in 2005

Machine studies are categorized by machine or machine-transfer (eg. Tevatron, MI-to-Tev(Antiprotons)), by class (see below), and by type of study (parasitic and dedicated). Each machine has a study coordinator who defines the class, internal priority, specific plan and readiness for each study. The overall scheduling of studies is the responsibility of the Run Coordinator (or designee), who maintains the official list of pending studies.  Studies were interleaved with Collider running according to priorities set at the Division level. 

Study classes: 

1. To solve an operational problem impacting present performance

2. To upgrade or improve performance in the future

a. Commission new hardware which will improve performance or efficiency

b. Develop techniques to improve machine performance

c. Learn about present/future performance limitations

Priority is given to class 1. In fact depending on the severity of the problem, The Run Coordinator may give the study immediate precedence over normal operation. Class 2 studies should be part of a long-term plan targeting specific issues or themes. Each theme should be planned in a series of self-contained steps. Priority is assigned to each step and each step should be completed before moving on. 

Parasitic studies are obviously more easily accommodated. A study plan should make as much progress as possible using parasitic steps, before requesting dedicated steps. 

Time spent on parasitic studies is not recorded. Dedicated studies in the Tevatron averaged 16.5 hours per week in FY04, of which around 2/3 was operational in nature (class 1). In FY05, the average has been 13.5 hours per week, with about 50% operational in nature. Non-operational studies in the Tevatron are averaging 5-7 hours per week.  Studies on the request list are tagged with a request date, a ready date, a start date and a completion date. This will allow / allows monitoring of throughput versus priority, and adjustment of the priority if important studies are not being complete.

Accomplishments in 2005

Major goals for the accelerator complex during 2005 were the commissioning of slip stacking in the Main Injector, commissioning of the NuMI beam, installation and demonstration of electron cooling, and improvement of the antiproton stacking rate in the Accumulator.  In the Tevatron, additional separators were installed to increase the separation between the protons and antiprotons this reducing the interaction between the two beams. Further investigations of the Tevatron optics to produce additional luminosity gains were also planned.  With the exception of increasing the stacking rate in the Accumulator, all of these goals were accomplished.

Tevatron

1.) Changed optics to 35 cm beta * and implemented the new optics in operations, which resulted in a 30% increase peak luminosity and a 20% increase in the integrated luminosity per store.

2.) Implemented new B2 snapback on ramp.  This involved the introduction of new operational algorithms that allowed the elimination the pre-cycle and saved about 30 min per shot setup. 

3.) Commissioned a new Beam Position Monitor (BPM) system.

4.) Commissioned octupoles at 150 GeV and incorporated them into operations resulting in improved antiproton and proton lifetimes.  In addition,  increases in efficiency to flattop of approximately 4% for antiprotons and 3% for protons were also observed. 

5.) Performed comprehensive lattice measurements with new BPMs in preparation for future optics changes that are expected to result in further increases in luminosity.  

6.) Commissioned Abort gap Monitors and put them into operation.   

7.) Commissioned new thinner flying wires that can be flown during stores.  

8.) Re-commissioned the SyncLite monitors.  The antiproton mirror is now automatically positioned closer to the beam during use to improve the data quality.  

9.) Carried out Inter Beam Scattering (IBS) studies, vacuum emittance growth studies, and  electron cloud studies

10.) Studied longitudinal and transverse muti-bunch stability and improved gain adjust algorithms.  

11.) A number of in-store and end-of-store studies aimed toward better understanding of beam-beam effects were completed. Included were helix size variation studies, antiproton tune stabilization studies, and studies with larger intensity proton bunches. The latter provided input for new helix designs with new separators.

12.) Studied beam orbit stability with newly installed magnet position sensors around the ring.  These studies helped alleviate vibration resonances involving the low beta quads.

Antiproton Source

1. Commissioned many tools for beam-based alignment.  Examples includes Debuncher motorized quad stands, the upgraded AP2 BPM system, and the running wave scheme for identifying aperture limitations.

2. Identified sources of limitations to stacking and attempted to mitigate them.  Investigations included the D/A line, the Debuncher eta, the Accumulator operating point, and the DEX bump.

3. Integrated shots to the Recycler into Collider operation; continued work on Rapid Transfers.

4. Worked on DRF1 phase jump board, new RF switches, tunes across the aperture application.

Main Injector

1. Slip Stacking was integrated into Operations:

a. A list of studies were performed in order to optimize beam loading compensation during slipping.

b. The recapture voltage after slipping was also optimized.

c. A number of studies were done to minimize the bunch length at the antiproton target by using the feed forward beam loading compensation and the digital dampers during the transition crossing and also optimize the bunch rotation voltage before extraction.

2. SY120+Slip Stacking Mixed mode:

a. A series of studies was performed to establish ramp, tunes and chromaticities in order to run slip stacking and SY120 mixed mode cycle successfully.

b. A SY120 plus slip stacking mode was established before NuMI became operational.  It led to a factor of 7 more spill seconds for SY120 beams than was originally anticipated. 

3. NuMI commissioning studies were performed to implement multi-batch high intensity operation for NuMI.

4. Tune shifts as a function of intensity and bunch length were measured and compensated, and extraction bumps and positions were established.

5. Beam was successfully extracted from the Main Injector to the NuMI target on the first pulse.

6. Established Slip Stacking plus NuMI mixed mode of operation:

a. New diagnostics were built and commissioned in order to measure the intensity of  each batch (two Booster batches are combined into one with slip stacking for antiproton production and 5 additional Booster batches are injected for NuMI). In order to optimize the 8 GeV lifetime a chromaticity time jump that allowed operations with different chromaticity settings during and after slip stacking when the dampers cannot be on was built.

b. Study time was spent investigating ways to eliminate beam that is not captured in the right buckets during slip stacking. This beam either remains as DC beam or is captured in the wrong buckets after the voltage is raised. In both cases it results in unwanted losses in the MI injection area and/or in the NuMI extraction beam line. It was determined that a combination of the digital bunch by bunch dampers and barrier buckets eliminate most of this unwanted beam.

c. NuMI plus slip stacking is now the default stacking mode.  The Main Injector routinely runs with intensities of o2.75 to 3.0E13 protons per pulse. 

7. 2.5 MHz Acceleration studies:

a. Studies continued to develop 2.5 MHz acceleration for antiprotons in the Main Injector. This scheme was tried for Recycler antiprotons with some success—an overall efficiency of about 80% was achieved. More studies are needed for antiprotons from the Accumulator before this scheme is tried for the real shots.

Recycler

The Recycler began FY04 with a newly installed electron cooling section that included a 20-m long solenoid with a beam tube that was smaller than had previously existed in the Recycler.  There were also two shared dipole elements in the cooling section.  Commissioning began with studies to re-establish the correct closed orbit, to compensate the electron cooling section effects, and to verify acceptances and recover from the shutdown activities.  The goal was to start using the Recycler for luminosity production in Jan. 2005.  This goal was accomplished by a combination of proton and antiproton studies.  The Recycler began contributing to the HEP program in Jan 2005.  At this point the studies have shifted toward making the machine to be "operator-friendly".  A number of tools (applications, instructions, sequences) were developed to assist operators in operating the Recycler in a combined-shots regime.

The electron cooling system commissioning began in March 2005 with minimum impact on the Tevatron program.  The following milestones summarize the major goals for the year:

                                                            Plan

Actual

Commissioning begins                 
02/01/05          03/01/05

U-bend commissioned                      
03/14/05          04/15/05

Full beamline commissioned          
04/04/05          05/04/05

A 0.5-A DC beam                            
07/08/05        
07/26/05

Cooling of antiprotons                      
09/08/05          07/15/05

Until mid-July 2005 the impact of the electron cooling activities on the Recycler operations was very low.  Once electron cooling was reliably demonstrated, it was used  on every shot to the Tevatron.  A small number of antiprotons (typically 1-10e10), left in the Recycler from each shot were used for electron cooling studies.  These antiprotons were often fully scraped to allow for electron beam envelope measurements with movable orifices.  Beam studies in this regime continued to the end of FY05.  The goals were (1) to determine the optimal cooling parameters,  (2) to verify the cooling model, and (3) to establish procedures to reliably cool the antiproton beam in the Recycler for each Tevatron shot.

Management of Studies in 2006

In the 2006 Collider run, class 2 studies will be managed by the Studies Coordinator who create a weekly request for studies to be presented to the Run Coordinator.  The Run Coordinator will be responsible for scheduling the studies.  The Studies Coordinator will base the weekly studies list on an overall plan for studies that will be developed from the goals for the upgrades.  Priorities for the goals will be set at the by the Accelerator Division Head and the Associate Division Head for Accelerator Systems.  The Studies Coordinator will set the weekly priorities based on overall priorities, study readiness, etc.  The Studies Coordinator will also ensure that a complete plan for the study exists and that any other requirements necessary for the successful completion of the study are in place before presenting a study to the Run Coordinator.  Keeping track of completed studies and tracking the progress of the studies will also be the responsibility of the Studies Coordinator.  To this end, all studies will be documented upon completion of the study period.  If a particular study is not completed during the study period, a status report will be generated by the studiers which will indicate the progress and delineate the tasks remaining in order to complete the studies.  The Run Coordinator will continue to have responsibility for the studies in class 1.  Relative priorities of Class 1 and Class 2 studies will be determined by the Accelerator Division Head.

Studies Goals for 2006

Major goals for 2006 include increasing the stacking rate in the accumulator, establishing Recycler only shots for normal operations, and fully commissioning electron cooling in the Recycler.  In the Tevatron, additional separators will be added and further beam-beam studies will be done.

Tevatron

1. Commission Helix with new separators

2. Commission IPMs

3. Commission TEL-2, BBC of A12

4. Study instabilities at 360 x10-9 protons per bunch at 150/980 GeV

5. Study instability dampers/octupoles at 150-980 GeV at at proton bunch intensities

6. Study slow/fast orbit stabalization

7. Continue studies of the Crystal Collimator channeling for removing beam halo

Antiproton Source

Stacking:
1. D/A line optimization

2. Debuncher admittance measurements and running wave aperture measurements

3. Study Debuncher eta (dynamic?)

4. Continue work on Accumulator component centering/orbit adjustments/aperture optimization

5. Move Stack Tail cooling tanks to change Energy slope 

6. Improve Lithium collection lens

7. Continue AP2 aperture optimization/lattice improvements
Antiproton transfers:

1. Rapid Transfer commissioning including power supply ramping and beam line BPM commissioning

2. Orbit and lattice measurements and improvements making use of the upgraded BPM's

General:

1. Lattice measurements everywhere

2. Aperture Optimization - see above

3. Shutdown recovery

4. Operational/maintenance (as conditions require)

Main Injector

1. Install and commission 7 large aperture Quads (WQBs) in the MI extraction areas to replace the small aperture quads located between Lambertson magnets.  This should result in a substantial reduction in beam losses. 

2. Commission a new BLM and BPM system for MI.

3. Install and commission an MI-8 collimation system. This system is going to be used to scrape the tails of the Booster beam reducing MI injection losses.

4. Test different stacking schemes for NuMI stacking. The default scheme is to use slip stacking in order to increase the amount of Booster batches to NuMI from 5 to 9.  A test of a fast stacking scheme using barrier buckets is also planned.

Recycler

1. Cooling larger stacks of antiprotons in the Recycler (up to 300e10)

2. Loading antiprotons to the Tevatron entirely from the Recycler

3. Introducing rapid transfers from the Accumulator to the Recycler

Response to Tevatron recommendations in the Ops Review

1. Develop a long-term schedule that allocates sufficient beam study time for the Tevatron (i.e., a quarterly/yearly schedule).

The study request list must by necessity be dynamic. Using the time stamps on each request described above, we believe that our approach provides appropriate monitoring and management of the study list and priorities. An overall assessment will be carried out roughly quarterly. If high-priority studies remain on the list for excess time, the amount of scheduled parasitic study time can be increased.   The Associate Division Head for Accelerator Systems and the Division Head will continuously review the progress on studies.

2. Encourage (management) continuous use of parasitic machine studies by providing time for projects that have minimal disruption to high energy physics data-taking, after careful analysis of potential impact on routine operations.

As described above this is explicitly encouraged.

3. Give priority to commissioning and integration of new diagnostics into operation by making efficient use of parasitic beam study time.

Such commissioning is called out as study class 2a. See recommendation 2. on parasitic time.

4. Continue to investigate beam-beam effects in the Tevatron, both experimentally and theoretically with the goal of validating Tevatron performance at full Run II design intensity.

See the above discussion and, for example, AD document 1469.

5. Increase the study time dedicated to machine development in the Tevatron to accomplish the presently existing beam physics study plan.

As described above the study plan is dynamic. Using the date stamps, study progress versus priority can be monitored and additional time allocated if high priority studies are not progressing.  The current priority and focus is to increase the stacking rate in the antiproton accumulator.  This will change as required.
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