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CDMS Operations

• Model
• Status
• Schedule
• Budget

It’s been a long winter, but CDMS
commissioning is going well at Soudan.
Now planning for extended operations.
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CDMS Operations
• We have 6 years of experience operating CDMS I at Stanford

– Convenient site with easy access (important when developing CDMS)
– Requires attention from at least 1 physicist on a daily basis

• Cryogenic transfers (LN, Lhe) and status check
• Data Acquisition stop/start and check online diagnostics

– Tells current condition of experimental apparatus
• Check offline analysis status and diagnostic plots

– Verify integrity of data taken during last 24 hours
– Make sure data backed up to tape

– Requires full-time technician
• Maintain cryogenic system and keep supply of liquids, gases
• Troubleshoot mechanical/electrical problems

– Experimental site is also analysis center
• Easier to answer questions about data conditions, anomalies
• Promotes discussion between students, post-docs, senior physicists
• Can readily fix problems with data processing
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• How does this model apply at Soudan?
– Limited access to experiment

• Remote control and monitoring vital
• “off-hours” emergency access must be possible (cryogenics!)
• Electronic logbook and documentation accessible from surface, home
• Checklists to make sure things aren’t forgotten before leaving mine
• Need high-speed network connection from mine to surface

– Power problems
• Summer lightning storms => power outages, transients

– UPS backup vital for computers, electronics
– Automatic recovery algorithms for cryogenic systems

– Logistics
• Complicated scheduling

– Web-based rotations of experts, non-experts, technicians
• Housing difficulties (expensive and scarce in summer)

– CDMS is leasing two houses; 1 in Soudan, 1 in Ely
• Difficult travel

– Airline flights expensive from most CDMS institutions
– Long drives from Minneapolis airport, Fermilab
– Risk of accidents, especially in winter

» CDMS people already have had some close calls
– Not much for people to do off-hours
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• Other problems at Soudan
– We don’t own the Soudan mine (Minnesota State Park- DNR)

• No modifications to “historical” character of the State Park
• Subject to their policies concerning access

– We don’t operate the Soudan mine (University of Minnesota)
• Some difficulties in “culture”; initial frustration on both sides
• Better communication, larger CDMS presence at Soudan has helped

– We don’t have sole occupancy (MINOS) of the Soudan mine
• Constraints on CDMS space
• Some initial distrust
• Working together in the mine has improved this

– We’re not “locals”
• Our California contingent really stands out in northern Minnesota :)

– Working through these problems by communication
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CDMS Operations
• Operations

– What’s the right level of people stationed at Soudan?
• At least 2 physicists, 1 technician (Jim Beaty)

– Shifts at home institutions?
• 1 person at each institution charged with monitoring experiment, data

– How to respond to problems with experiment?
• Expert “on-call” for phone communication or travel in emergencies
• Reliable “emergency” access into mine as needed (experience => once/month at most)

• Analysis
– Local operations center and data processing farm?

• Surface Trailer now; hopefully surface building soon
– What are the logistics of getting data/RQs out of Soudan

• FEDEX for tapes, Internet for RQs; central repository at Fermilab
– How should we coordinate analysis efforts?

• Analysis phone conferences, workshops
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Cryogenics

Industrial control hardware (APACS) and software (Intellution)
Robust, unattended operation
Remote control and monitoring

Still working the glitches out of the system
Recovery algorithms need tailoring
UPS failures
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Cryogenics Monitoring
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RF-shielded, Class-10000 clean, 
experimental rooms

Cleanliness vital for CDMS (ambient radioactivity from dust, Rn is huge background)
RF-shielding protects sensitive detector front-end amplifiers from electrical noise

Confined spaces make work difficult; lots of time spent gowning
Pump and fan noise wears on people, makes communication harder
Still have 60 Hz + harmonics electrical noise
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Web Camera Monitoring
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Electronics and DAQ

Room for electronics, data acquisition adjacent to experimental area
Suitable for diagnostic work, too noisy for control room
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Data Acquisition



Dan Bauer
CDMS Project Manager
Directors Review
May 14, 2003

CDMS Data Flow

• Raw data rates up to 20 MB/s (calibration)
– Use of Gigabit Ethernet, Fibre-channel SCSI disks, 

superDLT tape (160 GB) to handle local flow

• Offline reduction must keep up with DAQ
– First pass in local analysis farm
– Raw data tapes, RQs (reduced quantities) shipped to 

Fermilab for storage, reprocessing

• Distribution of RQs to collaborating institutions 
via Internet
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Working Underground

Control and monitoring area on mezzanine level near electronics room
Open, relatively-quiet space suitable for operating the experiment



Dan Bauer
CDMS Project Manager
Directors Review
May 14, 2003

CDMS Personnel Scheduling
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Electronic Notebook
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Working at the Surface

CDMS currently has analysis farm in this old surface trailer
Limited space for expansion (currently 6, dual-processor, Linux machines)
Not “user-friendly” (no nearby food, water, toilet)
Temperature regulation is not very good
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Working at the Surface

Developing plan (together with MINOS) for operations center in Soudan surface building
Facilities already exist (kitchen, restrooms, heating/AC, space for computers,…)
MINOS already paying lease on building for next 4 years
Need fiber optic network connection (~$15K) from mine
May need to enclose more working space on mezzanine
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CDMS Schedule
• May-June

– Finish commissioning, calibration
– Setup surface operations facility

• July-May 2004
– First long data run

• June 2004 - August 2004
– Install more detectors

• September 2004 - December 2005
– Second long data run

• January 2005 - March 2005
– Install final set of detectors (subject to additional funding)

• April 2005 - ??
– Run until we find WIMPS (or the money runs out)!
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CDMS Budget
• Funding from Fermilab, NSF, DOE University

• Fermilab equipment funding ends in FY2003
• Fermilab operations funding needed: ~ $350K/year for next two years

• CDMS-specific 
Cryogens ~$160K
Technician $ 80K
Travel        $ 30K
Supplies    $  25K

--------
$295K

•Facility
•Hoist, electrical,…  $35K More like $50-60K this year
•Lease                       $20K

------
$55K

Financial model should supply facility funding for both 
CDMS and MINOS directly from Fermilab to Soudan
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