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Charge:  
 
Conduct a review to identify vulnerabilities in the detector hardware and software 
systems. Things we have in mind are points of failure which could result in long 
term crippling of the detectors, or irreparable damage to critical software 
components. The issues should be graded in terms of the potential negative impact 
on the experiment. 
 
 Class I  - major impact (12 months) 

Class II – serious impact (6 months) 
Class III – moderate impact  

 
While the primary goal is to identify the vulnerabilities, the committee may also 
comment on possible remediation. 
 
We imagine the review to be conducted by relatively focused meetings between the 
review committee or parts thereof and knowledgeable people on the experiments. 
 
A report by September 1 or soon thereafter is desired.  
 
Meetings: 
 
The Committee met twice by itself in order to self organize. In parallel the point of 
contact to CDF, Mike Lindgren, and to D0, George Ginther, were contacted and 
made aware of the charge to the committee.  
 
A short meeting between the Committee Chair and the Spokespersons of CDF and 
D0 was also held on July 23 to make sure that the Committee and the experiments 
were in full synchronization. 
 
At the first Committee meeting of July 10, we agreed to explore the experimental 
vulnerabilities as a coherent body. It was also agreed that the Chair would solicit 
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from each experiment their self assessment of their specific vulnerabilities. In 
addition, issues of data storage beyond the confines of the experiment halls were 
defined to be outside the charge of the Committee as were vulnerabilities of the 
Tevatron itself. The outcome of the first meeting was a list of vulnerabilities 
common to both experiments and a short list of accelerator vulnerabilities. In 
addition, some CDF and D0 specific items were enumerated. 
 
The experiments responded with documents describing their vulnerabilities. CDF 
gave the Committee documents specific to the Silicon Vertex Detector, the Central 
Outer Tracker (COT), and an overall vulnerability self-assessment. D0 also sent a 
document describing their specific vulnerability self-assessment.  
 
A second meeting of the Committee on Aug. 3 served to digest this input. The 
working spreadsheet listing common and experiment specific issues was then 
updated. The Committee was also sent a report on Accelerator Vulnerabilities 
authored by Tom Dombeck. Based on this document, the decision to keep most 
accelerator issues beyond the purview of this Committee was reaffirmed.  
 
The revised spreadsheet was communicated to the CDF and D0 points of contact. 
The Committee decided to take advantage of the shutdown to visit the experiments 
and “kick the tires”. The Committee visited D0 on Aug. 16 and CDF on Aug 17. In 
both cases the Committee was able to tour the experimental detector hall and the 
off-detector electronics used for trigger and data acquisition. During both visits 
relevant experts from the experiment were on hand to answer the questions posed 
by Committee members. At the end of each visit the Committee had a chance to 
discuss in detail any remaining questions with the experts on each experiment.  
 
Each experiment supplied their assessment of the Class/Impact of the listed 
vulnerabilities. In addition, it was decided that the impact had to be “weighted” by 
the probability. Each experiment also made their own evaluation of the probability 
of occurrence of each item in their list. 
 
Findings: 
 
Quite generally, both CDF and D0 have given considerable thought and attention to 
the possible vulnerabilities which exist in their respective experiments. In almost all 
cases, mitigating design and actions have been taken.  
 
Both experiments feel that there has been and continues to be sufficient budget 
authority for the purchase of safety equipment and purchasable spares. Fire 
protection has been well thought through. Rack protection of the on-detector and 
counting room electronics has been properly carried out in both cases. 
 
Procedures were found to be in place for routine actions such as access, repair and 
shutdowns. 
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For both CDF and D0 there were major worries about the silicon detectors/beam 
pipe and some issues with the solenoid magnets. Other systems were thought to be 
less likely to cause major negative impacts on the continued operation of the 
experiments.  
 
Both experiments felt that there were issues of keeping a sufficient inventory of 
electronic spares since in some cases there were non-commercial and unique, 
critical, objects. For example, there are few spares ( 1 ?) in CDF or D0 for the 
master accelerator clock fanout.  
   
Both CDF and D0 were worried about the shrinking base of expertise available to 
the experiment.  CDF were most worried about inexpert people working on M&O 
activities and making a catastrophic error due to inexperience; an example is their 
silicon system for which they have lost most expertise. For D0 the stress was slightly 
different. They felt their ability to recover fully and expeditiously from unusual 
conditions might be seriously compromised by limited availability of expertise with 
detailed knowledge of the detectors. 
 
 
Recommendations: 
 
These recommendations are in priority order as defined by the Committee. 
 
 

• As the issue of “institutional memory” and turnover of skilled personnel is a 
major problem, the experiments should examine the existing documentation 
and procedures and assess if it is sufficient. The experts should be prevailed 
upon to write sufficiently detailed and comprehensive procedures. The 
addition of “what not to do” items would be useful. In addition  

 
• The Laboratory should consider authorizing CDF and D0 to each make one 

or two targeted new hires at the Associate Scientist or Senior Engineer level 
to fill critical holes in their operations and to increase the depth and expertise 
of people responsible for critical systems. Both experiments felt that the 
silicon systems were the most vulnerable to the loss of skilled personnel.  
Both experiments have seen a reduction of operating staff as Run II becomes 
“asymptotic”. FNAL should insure that staffing levels do not fall below a 
critical point as experts in CDF and D0 move on to other tasks. 

 
•  The experiments should review access to critical systems and implement any 

additional needed training updates to further reduce the possibility of 
operator error.  
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• The experiments should act to insure that all test stands and test procedures 
for legacy electronics are in place and functioning. Both experiments have a 
few critical modules in the trigger/DAQ systems that should be well 
documented and with backup spares made available. 

 
• The experiments should make sure that legacy computers, operating systems 

and code are in place for maintenance and reprogramming of specialty 
firmware and FPGA. 

 
• The Laboratory management should consider whether it is cost effective to 

have an expert review of the ensemble of fire protection systems at CDF and 
D0. The Operations Heads of the experiments should be informed of alarms, 
interlocks, fire safety system tests and status performed by all organizational 
entities cutting completely across the Laboratory as they inform on the status 
of the integrity of the experiments. 

 
•  The experiments should make sure that spares for critical systems, e.g. clock 

fanout, are sufficient. 
 

• The experiments should check the infrastructure systems for aging, e.g. 
cooling lines and heat exchangers, on a regular basis. 
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Vulnerabilities Spreadsheet: 
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